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The proposed MPE generalizes influence 
measures [3] to a wide-variety of algorithms 

(including their iterations)

The model is highly sensitive 
to only a small fraction of 

examples

Such high-sensitivity examples 
can be used to characterize the 

model’s memory

Sensitivity  Prediction variance × Prediction error 
𝒊 𝒗𝒊 𝒆𝒊

Derived using Bayesian Principles

We propose to estimate sensitivity by taking an opposite 
step of the Bayesian Learning Rule [1]

Sensitivity estimation for a 
wide-variety of algorithms

The opposite step is equivalent to simply dividing the 
posterior of a conjugate model by the removed 

examples, giving rise to MPE
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o Predicting generalization on unseen test data 
during training based on training data alone

o Evaluation of a LOO cross-validation (CV) loss
o No retraining required

Sensitivities can be used to 
accurately predict generalization 

Leave-one-class-out 
estimation (LOCO) can 
predict the decrease in 
test performance when a 
class C is removed

o Model selection of L2-regularization param. 𝛿

o Evaluating LOO cross-validation after training

o MPE avoids retraining of N models per 𝛿
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Test NLL by retraining

CIFAR-10, ResNet20

MNIST, MLP

FMNIST MNIST, MLP

Predicting the effect of class removal

Deviation in natural 
parameters

Sum over natural gradients 
of removed examples

FMNIST, LeNet5
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